1. Introduction

1.1 Governing by, and through, technology

Governing is increasingly mediated through digital technology. This is visible in everyday citizen-government interactions, such as online applications for government benefits, income tax declarations and other common e-government services. The digitally mediated nature of governing becomes even more apparent in the face of algorithmic decision-making, where big data and machine learning form a basis for the application of government power and authority. Moreover, the classification of individuals through the observation of their digital footprints is increasingly establishing itself as a governmental short-hand of power, potentially forming the basis for both coercive actions and lethal force. While often discussed in terms of the potential for interferences with privacy or data protection rights, these developments also challenge more fundamental legal values; given the importance of digital technologies in the current exercise of government power, the technologies themselves become crucial for the analysis of whether or not legality as a basic rule of law value is upheld. Legality, understood here in a constitutional context, implies that the exercise of government power should have a basis in law. In a modern understanding— influenced by rule of law values and human rights adjudication— legality also establishes that this legal basis must reach a certain quality; to ensure the accessibility and clarity of law, enable foreseeability, and limit government discretion.1 As will be shown, these qualitative aspects of legality, as elaborated most clearly by the European Court of Human Rights, also fulfill other, more implicit but equally important, democratic values.

The hypothesis of this paper is that technology adds obscurity to the exercise of law and government power. This obscurity may in many contexts affect the ability to uphold legality as a rule of law value and as a normative limit to government power. While uncertainty is not uncommon in law, it is traditionally perceived as an issue connected to the clarity of legal rules as such and the often-unavoidable indeterminacies of human language that law is expressed through, or such generalisations that are intentionally included to ensure a certain flexibility.2 Technology, however, adds a different layer of obscurity as the effect of law and the exercise of government power is mediated through a layer of coded norms, logic and presumptions that are external to law and that may be unforeseeable to both legislators and citizens. Technology, as will be shown, may simultaneously act as a driver of vague or indeterminate legislation and inject indeterminacy into an otherwise clear and foreseeable language of law. This raises issues not only with legality, but also with societal values that legality serves, such as the separation of powers, individual autonomy, and democratic legitimacy.

3 See further section 3 below.
4 Cf. Timothy AO Endicott, Vagueness in Law (Oxford University, 2000) 160–164.
The implications of technology are of particular concern in relation to policing, as a context of government power that is subject to detailed regulation given its implications for individual rights, while it is simultaneously an activity which is characterised by significant amounts of autonomy and discretion for both officers and police authorities.\(^5\) As such, technology can be applied in policing through these discretionary spaces while having significant effects on the exercise of power in practice — creating in effect a form of black box policing affecting the ability of both citizens and legislators to understand the scope and impetus of police actions and the role technology has played in shaping them. Policing is also an area subject to intense public and political pressure to ‘get the job done’, which further incentivises the use of technology to reach efficiency targets.\(^6\) Consequently, policing is an area of law where the implications of technology in terms of mediating law and policy into practical effects for individuals may carry tangible and far-reaching implications. The examples provided in the policing context may therefore illustrate implications of obscurity due to technologically mediated governing for both legality and democracy which are relevant for other contexts as well. It may also lay the foundation for an analysis of how legality as a component of rule of law may be translated into a context of technologically mediated governing to preserve such values that underpin legality.

First, however, something should be said about the term technologically mediated governing. I use this term here as a shorthand for a behind-the-scenes normative layer of code and data that change the implications of governing through law and government decisions. There are somewhat similar concepts used by other authors carrying other implications. In his analysis of the role of technology as a tool of governing Brownsword uses the term ‘technological management’, referring to how technology is used normatively to restrict or reduce existing human possibilities by making rule breaking technologically impossible; a simple example is technologically ensuring that cars stop at red lights rather than relying on norms to encourage or coerce drivers to do so.\(^7\) I use the term technologically mediated governing here to instead signify how the application of a certain technology alters (i.e. mediates) the implications of governing through law, rather than through technology as such. This may in some instances include technological management as conceptualised by Brownsword, however, technologically mediated governing is not dependent on the restriction or reduction of human possibilities through technology itself.\(^8\) In other words, the interest is not so much how technology serves to ensure individual compliance, as how the exercise of government power mediated by technology affects legality. In this sense, I approach the technologically mediated nature of governing from a perspective that is similar to the concept of digitisation as defined by Yoo et al. as ‘the transformation of existing socio-technical structures that were previously mediated by non-digital artefacts or relationships into ones that are mediated by digitized artefacts and relationships with newly embedded digital capabilities’.\(^9\) This goes beyond the mere technical process of digitisation of analog information and ‘involves organizing socio-technical structures with digitized artefacts [and] the reconfiguration of broader socio-technical structures that were previously mediated by non-digital artefacts’.\(^10\) The use of these technologies also implies, as noted by Latour, the mobilisation of ‘moves made elsewhere, earlier, by other actants’.\(^11\) This entails that technologies used in policing will effectuate the values, choices, and norms embedded in those technologies at an earlier date. In other words, the mediation of technology will not only alter implications of law through its interpretation into new contexts, or the new possibilities afforded by the technology,\(^12\) but also through a form of normative refraction which occurs as the legal norms interact with the embedded values, choices, and norms of the technology used.

In the rest of this first section, I will underpin the importance of technology as a tool of governing through conclusions drawn in existing research. In section 2, I will point to examples from the policing context where technologically mediated governing challenges legality. These examples will serve as a background for a broader analysis of legality in section 3, first as a more abstract value, then as a normative requirement as applied in the case law of the European Court of Human Rights (ECtHR). In section 4, I will argue for a broader reading of legality which implicitly serves democratic values. Finally, in section 5, I will sketch out an understanding of legality that highlights the importance of upholding both legal and democratic values in the face of emerging technology and provide some tentative recommendations on how to approach its application.

### 1.2 The importance of features, code, and data

The importance of technology for governing has become apparent since the rise of the network society.\(^13\) As Lawrence Lessig has noted, we embed different values when constructing code and choosing different technological architectures, and the decisions made regarding these same codes and architectures enable control from whatever sovereign that does the coding.\(^14\)

[If in the middle of the nineteenth century the threat to liberty was norms, and at the start of the twentieth it was state power, and during much of the middle twentieth it was the market, then my argument is that we must come to understand how in the twenty-first century it is a different regulator — code — that should be our current concern.]\(^11\)

---

5. Elizabeth E. Joh uses the term ‘surveillance discretion’ to refer to the far-reaching discretion of the police in deciding who to investigate and focus their attention on. See Elizabeth E. Joh, ‘The New Surveillance Discretion: Automated Suspicion, Big Data, and Policing’ (2016) 10 Harvard Law and Policy Review 15, 16. See also Selbst (n 1) 119, who comment that ‘police act with incredible discretion. They choose where to focus their attention, who to arrest, and when to use force. They make many choices every day regarding who is a suspect and who appears to be a criminal.’


8. As such, the interest here — to use the same example of the red light — is rather how technology may be used to either identify persons who did not stop at the red light and then use law to sanction them, or more proactive to identify who is more likely not to stop at the red light and then use existing government powers to control or coerce them in their car use.


10. Yoo and others (n 9) 4. As Yoo et al looked at digitisation of products, these artefacts would in this context instead be the digitisation of government powers and methods.

11. Bruno Latour, ‘On Technological Mediation’ (1994) 3 Common Knowledge 29, 52. See also Don Ihde, Technology and the Lifeworld (Indiana University Press, 1990) 49, stating that ‘for every revealing transformation there is a simultaneous concealing transformation of the world, which is given through a technological mediation. Technologies transform experience, however subtly, and that is one root of their non-neutrality.’


15. Lessig (n 14) 121.
Given the importance of architecture, it is, Lessig holds, important not to ignore this type of regulatory modality or accept it as given – rather, it needs to be taken into account in the making of law, and the technological responses to law must be predicted. In a similar vein, Hildebrandt aptly uses the term affordances, borrowed from biology, to explain how ‘technologies afford certain behaviours that would otherwise have been impossible, or do not afford certain behaviours that were available before the technology was in place’. From this point of departure, she argues that criminal justice has been afforded a more actuarial approach where the focus is placed on profiling and the characteristics and calculated risk a person represents, rather than the actual actions of that person as such. Such actuarial justice may also be represented by the increased emphasis on intelligence-led policing (ILP), focusing on patterns and predictability rather than approaching crime on a case-by-case basis. As such, technology will affect what law governs, but also how law governs. For example, before the advent of digital networking, the idea of massive interception and automated processing of telecommunications was scarcely afforded by the available technology. Given the increased availability of data and the development of processing power and software to automatically process these data, the concept of massive, or bulk, interception has increasingly become afforded by technology, and as such a clear focus of government surveillance efforts and legislation in the last decades. While modern conceptions of terrorism following 9/11 have acted as drivers of this type of surveillance, the interaction between developments in the security paradigm and the technological developments of data processing has acted as a catalyst to enable the rise of the modern surveillance state. The affordance of new methods of governing within the field of policing brings us to one of the main issues in relation to legality, namely the potential for technological obscurity – i.e. the way the injection of technology can cloud the implications and effects of legal mandates and policing methods, with potential effects for both the accessibility and foreseeability of law.

2. Delimiting the black box of policing

As previously mentioned, the hypothesis of this article is that technology adds obscurity to the application of law and government power. In this section, I will establish the further basis for this hypothesis and outline four ways in which technology either expands discretionary spaces in ways that are opaque for persons outside of a police force, or injects obscurity into existing methods of policing, thereby shifting the practical and regulatory environment where police authorities act. This is not an exhaustive list of possible concerns, but represents such areas of concern that have been either highlighted in previous research or that present a prima facie challenge to the ideals of qualitative legality, as I will soon describe further.

2.1 Avoiding regulatory negotiation: discrete and direct application of technology

In many contexts, executive agencies and other government organs, including law-enforcement authorities, are dependent on law-makers to arbitrate and decide where the interests of public authorities collide with those of private interests or individuals. This is the case when the law requires private entities to assist the police in inquiries or provide material support such as enabling and assisting the police in the surveillance of phone networks. A clear example of this is how the EU data retention directive – while in force – created a responsibility for EU member states to enact legislation which required private telecommunications providers to retain communications data for law enforcement purposes. When enacting these rules, law-makers – and by extension courts – are forced to balance public and private interests, while keeping in mind such constitutional rules and limits that may provide a proverbial thumb on the scale in certain contexts. The situation is however different when authorities can achieve their aims by more direct and discrete means. Technologies such as IMSI-catchers (a piece of equipment masquerading as a mobile base station, capturing information about nearby mobile equipment) upset this balance by allowing – in the practical sense – authorities (as well as private parties) to monitor communications and surrounding devices without going through telecommunications providers. The implication of direct and discrete applications of technology is that the very practical need for the legislature to enable the application of a certain technology within government agencies is reduced or eliminated. There are no communication providers to convince or coerce into cooperation when using an IMSI-catcher, as the technology affords direct surveillance to whomever has access to the equipment in question. As such, the nature of the technology in conjunction with efficiency demands invites authorities to apply the technology, even when the regulatory environment may not support it. The reduced need for legislators to practically enable surveillance through legal norms thus affects the impetus for basing such surveillance on clear and foreseeable legal rules. This is exacerbated by the fact that such technologies are more difficult to challenge in court,
as the details of their implementation and use are known primarily within the agencies using them.26

While there has been increased focus on the need for judicial warrants to legally use IMSI-catchers in criminal investigations, the direct and discrete nature of this and similar technologies – like Finfisher-like hacking tools – may create a significant delay in the application of judicial controls. Law-enforcement agencies can in effect take advantage of the legal uncertainty surrounding the method, the covert nature of its use, and the direct and discreet nature of the measure to preclude legal challenges. In Canada, law enforcement agencies have been reported to accept plea-deals rather than risk that the use of IMSI-catchers in the investigations become known through discovery and subject to legal challenges.27 In the United States, secrecy surrounding the same technology has also been attributed to non-disclosure agreements,28 which brings me to my next point.

2.2 Outsourcing policy choices and acceded secrecy: proprietary private sector product development

A second way in which technology creates obscurity is through what could be described as an ‘outsourcing of choice’ to the private sector and the associated proprietorship and confidentiality of policing technology and methods.

In her important work within this area, Elizabeth E. Joh has analysed the ‘undue influence of surveillance technology companies on policing’ in the United States. She points to how private companies within the surveillance industry make choices in their product development that will influence important aspects of how technology is applied – and if the data themselves are trustworthy or carry a potential risk to traditional evidentiary requirements surrounding coercive power. As Selbst has pointed out, ‘[d]ata mining allows police to operate unconstrained by theory, finding correlations without worrying why they work’.30 Causality, in this context, is not as interesting as these correlations, as Joh has noted:

> In criminal investigations, it may not be necessary to know why certain patterns of driving, purchasing, or movement are associated with crime if the police can claim a high correlation between the two. A high degree of correlation itself might provide justification for heightened police attention.31

This may also shift the basis for when police powers are used and may circumvent the logic underpinning due process rights surrounding the use of such powers. Traditional concepts such as reasonable cause or reasonable suspicion regarding individual suspects of a crime that has been committed are difficult to apply in relation to persons finding themselves in an area designated as a potential future crime hotspot, or who have been placed on a ‘heat-list’ as likely to commit future crimes.32 Here, the issue is both connected to the translation of risk to traditional evidentiary requirements surrounding coercive powers – i.e. whether a statistical risk is enough to warrant coercive measures – and if the data themselves are trustworthy or carry a potential for hidden biases. However, to a large extent the issue of big data policing relates to the potential for inequitable distribution of police attention based on such data.33 The focusing on police attention is traditionally an issue of police discretion that is largely unregulated, but which carries with it inherent issues of equality and fairness that may be exacerbated by the application of emerging technologies of algorithmic decision-making.34 Several researchers have pointed to the potential for predictive policing to create feedback loops whereby existing inequalities in the distribution of police attention create a biased data set which focuses even more attention to certain areas or individuals in the future – attention that may not be warranted.

2.3 Changing the equation: the use of existing data in novel ways

A subtler way that technology can mediate the exercise of government power is through emerging ways of analysing and operationalising data already available to law enforcement. Either through new applications of these data, or their use on a scale that was not factored into the original legislative calculation. This is clearly accentuated by the rise of data mining, big data policing, and actuarial justice.35

The point here is that technologies like data mining can shift the basic paradigm of policing. Whereas traditional policing is largely incident driven – responding to incoming reports, emergency calls and events,36 data mining affords law enforcement agencies to adopt more forward-looking approaches where they act on their own initiatives to try to prevent or mitigate future undesirable acts. As Selbst has pointed out, ‘[d]ata mining allows police to operate unconstrained by theory, finding correlations without worrying why they work’.30 Causality, in this context, is not as interesting as these correlations, as Joh has noted:

> In criminal investigations, it may not be necessary to know why certain patterns of driving, purchasing, or movement are associated with crime if the police can claim a high correlation between the two. A high degree of correlation itself might provide justification for heightened police attention.31

31 See Ferguson (n 1); Eubanks (n 1).
32 See Landström et al (n 6).
33 Selbst (n 1) 129.
34 Joh (n 5) 21.
35 Selbst (n 1) 137; Joh (n 5). See also for a more concrete example Vicky Sentas and Camilla Pandolfini, Policing Young People in NSW: A Study of the Suspect Targeting Management Pan (Youth Justice Coalition NSW, 2017).
for the end result of actually preventing crime. Application of data analysis tools may also create what Niculescu-Dincă has described as a sedimentation of design-choices – ‘design choices are covered by sediment and thereby invisible, and the prejudices become rock solid in the working routines of the local police. In this way, they can induce a perception of objectivity towards the enacted community, affecting their presumption of innocence’. Another point that has been highlighted by Lyria Bennett Moses and Janet Chan is how algorithmic prediction in policing rests on several assumptions that should be open to challenge, such as the data accurately reflecting reality, that the future will be like the past, and that algorithms are neutral. Some of these assumptions will also negatively affect the transparency and accountability of the process because they are inherent and poorly understood. Given that these assumptions are built into the idea of predictive policing as such, they are sedimented as well, hidden behind software features, and affecting the technological mediation of policing.

The main point here from the point of view of legality is that the application of these new analytic technologies in policing is not necessarily tied to express competences in law, but rather to the changing implication of existing discretionary spaces or areas of legislative inactivity. For example, social media posts are public and consequently law enforcement access to collect and analyse such posts may on the one hand be comparable to observing their surroundings – indeed one might ask: why the police should have less possibilities of observing online discourses than an everyday citizen? On the other hand, law enforcement access to social media posts entails issues that challenge that analogy. Unlike general observations of what happens in the physical world, the police can collect, aggregate, and analyse vast quantities of social media postings in a way which the observation of the physical world does not (yet) allow. As such, social media posts can provide data for analyses of social networks of citizens and afford semantic and mathematical analysis on a vast scale that creates real world implications for the exercise of police powers. Existing commercial software can, for instance, allow police to assign ‘threat scores’ to persons or addresses in advance of responding to emergency calls, or attempt to identify active gang members. This in turn may change the way police behave and respond to calls, whereas police claim to have a meaningful influence on incoming calls, whereas opponents claim the opaque and rough calculus of the software may lead to mistakes which implicitly increases the risk of citizens facing unnecessary force.

In sum, given that the application of these new technologies may take place without new legislative action, the risks and benefits that they bring may never have been the subject of any democratic deliberation. Yet the practical effects they yield may be substantial – forming the basis for a potentiality of both structural and individualised discrimination, coercive measures, and the translation of risk assessments into practical effects.

2.4 Open code versus algorithmic black boxes

Beyond the impact of emerging technologies on the discretionary spaces of policing powers, their adoption may also obscure the regulation of policing powers as such. If we accept Lessig’s idea that code and architecture regulate, he further argues that this type of regulation will affect transparency. It allows the state to hide a regulatory agenda by pursuing it through indirect regulation. As such, it may serve to render regulation – and by extension – the extent of government powers, invisible. Thus, the code that regulates becomes extremely important, and the transparency of that code may be crucial to the maintenance of overall foreseeability and transparency of power. Consequently, Lessig’s solution in this regard was the use of open code. Allowing access to the code would help with transparency and open up this type of regulation to scrutiny.

However, since Lessig articulated these arguments, the increased emphasis on ‘big data’, machine learning algorithms, and AI has highlighted the difficulty of achieving transparency through accessible code. For instance, the logic behind deep learning neural networks is not necessarily comprehensible even for the coders creating them – nor the officers applying them –, awarding them their nickname of ‘black boxes’. Indeed, the point of deploying such neural networks is to achieve a better prediction rate in their application than a human could accomplish and regardless of human comprehension of the logic. In this process, the ability of AI or machine learning systems to generate unexpected or ‘emergent’ results may be regarded by designers as a significant competitive advantage.

Certain authors have challenged this idea of obscurity – pointing to the way the design process as a whole can provide some clarity, but the general concern of lacking transparency persists. Furthermore, machine learning algorithms alter their own algorithmic logic in response to new data, continuously developing their prediction model after each new data point. As a result, the underlying code is always evolving, and any transparency of the code will be momentary and fleeting. Finally, and importantly, the ability to predict the effect of a specific algorithm by looking at the code is limited as it will depend on the data it is fed and the quality of those data. Contrary to popular belief, like code – data are rarely neutral, instead they tend to reflect the inherent biases present in whatever environment they originate from.

Non-discriminatory code may still produce discriminatory results if the data it is
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The response from industry and academia has primarily been centred on countering these problems through the development of AI ethics. While ethical standards regarding AI are important in their own right, ethics is not a panacea. Indeed, the tendency to focus on ethics may risk delaying the activation of democratic structures and the regulation through law, instead relying on soft norms and code to govern the permissible extent of the functions and applications of AI. Going back to the conceptualisation of Kantian ethics, any ethical action must first be legal, indicating a priority of considerations that indicate that ethics should be a complementary, rather than a first order concern in the management of the issues relating to AI. Simultaneously, utilitarian ethics are prevented in many contexts by higher-order legal norms which explicitly express Kantian norms and do not allow for cost-benefit analysis with respect to individual rights.

Consequently, to the extent that an otherwise clear and accessible law facilitates the adoption and use of non-transparent code in decision-making or the exercise of public power, the operation of law will be determined by inaccessible and potentially non-explainable factors – implicitly and indirectly challenging the ability of upholding legality. This brings us to what this concept of legality implies and the extent to which it can tackle the issues highlighted so far.

3. Conceptualising legality

3.1 A theoretical basis for qualitative legality

Legality as a rule of law value is a cornerstone of the modern democratic constitutional order. As an ideal of ruling through and under the law, legality has a long, albeit not straightforward, history in Europe dating back to Ancient Greece and Rome. Today it is well established, at least in a European constitutional context, that the principle of legality may extend beyond a mere requirement that an exercise of government power has a formal basis in law. As will be established, at least in a European constitutional context, that the principle of legality may extend beyond a mere requirement that an exercise of government power has a formal basis in law. As will be shown, this wider understanding of legality, which I will refer to as qualitative legality, is influenced by principles of constitutionalism as well as legal theory. It adds several qualitative requirements to the law in question, for instance accessibility, clarity, precision, non-rectractivity, and a general application. The impact of these requirements can be seen most clearly in relation to legal rules which limit fundamental rights where the formal concept of legality is supplemented with a more substantive understanding that focuses on the rule of law qualities of the legal rules. This development has become clearly apparent in the case law of the European Court of Human Rights (ECtHR, or ‘the court’) in its interpretation of the European Convention on Human Rights (ECHR).

Consequently, the same principles are also implicit in the EU Charter of Fundamental Rights. As important rule of law values, they can also be found in the definition of the rule of law articulated by the Council of Europe's Venice Commission. While subject to development in recent years, qualitative legality is not a new idea as such, nor is it conceptually limited to the context of limitations of rights or within the area of criminal law where matters of legal certainty are most acute. The values implicit in qualitative legality have indeed been expressed more generally within jurisprudence as aspects of an 'inner morality of law,' given how they act as internal legal modes of rationality in the absence of which we may question whether a legal system can be seen to exist at all. This understanding has been underpinned by the direct relationship between these qualitative requirements and the ability of law to govern the behaviour of individuals; in the absence of foreseeability, individuals cannot understand what the law requires of them and thus are not able to conform to these requirements.

Most discussions on qualitative legality (or similar concepts by different names) have in common this underpinning of legal authority and legitimacy through the individual’s ability to ascertain and understand what is expected of her. As such, legality derives its value largely from the point of view of the individual, where it forms a bastion against unrestricted or arbitrary government power and acting as a precondition for individual freedom and autonomy. In this sense, the qualitative requirements have also been described as something akin to a contractual transaction; if the individual is expected to follow the wishes of the legislator, it is no more than right that the individual can also ascertain what those wishes are and rely on a reasonable interpretation of their legal expression.


58 Cf. Sacha Prechal and Steve Peers, Article 52 – Scope of the Protected Rights’ in Steve Peers and others, The EU Charter of Fundamental rights: a commentary (Hart Pub Ltd, 2014) 1473. Though the ECJ has yet to put its foot down despite multiple references by advocate generals, the qualitative requirements should at the very least apply in relation to rights corresponding to the ECHR. See also Robert Schütze, European Constitutional Law (Cambridge University Press, 2016) 447; suggesting the ECJ applies a material rather than formal concept of law.
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These understandings of qualitative legality may consequently be described as largely legal-internal in the sense that they revolve around legal/logical arguments such as the ability of law to govern behaviour, internal coherence, or legal certainty. Even to the extent the qualitative requirements have been labelled as ‘moral’, the morality in question has been described as an inner morality of law.63 Normative legal theories ascribe qualitative legality moral value as it provides law with intrinsic qualities that help explain its authority.64 In a different vein, opining that the requirements say nothing of the moral character of the aim the law is trying to achieve, but rather how well the law manages to convey and achieve this goal, certain legal positivists have instead described them as functional requirements.65 In any case, the internal perspective of these theories is to a large extent intentional,66 and not without merit, as the legal system as such is the object of study and the idea of this system being understood best from the inside has proven capable of generating valuable insights regarding the authority of law.

### 3.2 Qualitative legality in the practical adjudication of technology: the case of the European Court of Human Rights

The previously mentioned challenges to foreseeability will of course carry with them implications for legality from this internal understanding of the concept. It is, for example, difficult for the individual to ascertain the criteria that will assign her a certain threat score in the algorithmic calculus of police software. Saying nothing about whether this is necessarily the right thing to do, an individual who would prefer to conform to whatever ideal law enforcement would prefer, rather than be deemed a threat, will find that it may be very difficult to do so.67 This is particularly so if the characteristics adding to a certain score are innate or impossible to alter; such as ethnicity, gender or the socioeconomic status of your parents. It may also be difficult for individuals to assert their due process rights when the use of a surveillance technology is secret or shrouded behind confidentiality agreements.68 Finally, it is difficult for individuals to challenge privacy violations in courts when the use of a certain technology is known only to the law enforcement agency employing the method and there are no external parties involved.

While these challenges have not always been addressed directly by courts in the context of emerging technologies, there are ways in which qualitative legality can mitigate some of these concerns. To illustrate this, I will use the case law of the ECHR and its continuous endeavour to uphold the protection of fundamental rights in the face of technological development.

Initially, it is worth noting that the court has held that only publicly available norms can fulfil the requirement of legality (expressed by the court as ‘in accordance with the law’).69 Furthermore these norms must reach compatibility with the rule of law – including a certain level of clarity and foreseeability.70 The application of this foreseeable-
Furthermore, states pioneering the implementation of emerging technologies will be subject to stricter scrutiny. As the court held in *S. and Marper v. the United Kingdom*, a case on the retention of DNA samples in the UK (as opposed to DNA profiles, which is common in other state parties to the convention) of persons no longer suspected or convicted of a crime:

The Court observes that the protection afforded by Article 8 of the Convention would be unacceptably weakened if the use of modern scientific techniques in the criminal-justice system were allowed at any cost and without carefully balancing the potential benefits of the extensive use of such techniques against important private-life interests. In the Court’s view, the strong consensus existing among the Contracting States in this respect is of considerable importance and narrows the margin of appreciation left to the respondent State in the assessment of the permissible limits of the interference with private life in this sphere. The Court considers that any State claiming a pioneer role in the development of new technologies bears special responsibility for striking the right balance in this regard.86

While this analysis by the ECtHR was made under the umbrella of proportionality, the court noted that the issue of legality in terms of legal safeguards is closely related to the analysis of proportionality.79 The ruling of the court in the *Marper* case must be tempered by the sensitivity of the type of data involved. However, given the court's tendency to look at the consensus of signatory states to the ECtHR when analysing an interference, the implication of claiming a pioneer role in terms of new technologies is likely to be applied in other cases.

This substantive approach to legality in the ECtHR case law has been combined with a dynamic approach to the possibility to lodge a complaint which is of relevance to opaque government measures. The regular approach of the court is to not review convention states’ law and practice in abstracto, but instead to require individuals to show that they are directly affected by the measure at stake.86 To allow a legal challenge against secret surveillance measures however, the ECtHR has adopted an increasingly generous approach to legal standing (victim status) under the convention. This was first established quite early on in the case of *Klass and others v. Germany* from 1978, where the court found that the mere existence of secret surveillance measures combined with the importance of ensuring effective control and supervision of them could warrant exceptions to the main rule.81

The situations where such an approach could be warranted would, according to the ECtHR, have to be determined on a case-by-case basis.86 As elaborated in the more recent case of *Kennedy v. United Kingdom*, the principle reason for this departure from its general approach was to ensure that the secrecy of such measures did not result in the measures being effectively unchallengeable and outside the supervision of the national judicial authorities and the Court.86

This line of reasoning has recently been extensively articulated in the case of *Roman Zakharov v. Russia*. Here, the ECtHR took account first of the scope of the legislation permitting secret surveillance measures and the potential of an applicant being affected by it, and secondly the available remedies on the national level and the effectiveness of those remedies. When there is suspicion and concern among the general public that secret surveillance powers are being abused, those concerns cannot be said to be unjustified in light of weak domestic remedies.84

The availability of legal safeguards overlaps with legality not only in the sense that lacking safeguards may result in arbitrary powers as in the cases mentioned above. Giving wide discretionary powers to authorities can result in a situation where individuals face great obstacles in trying to show before national courts that the actions of government authorities have been unlawful or unjustified. The resulting lack of meaningful court review in such cases may in itself create possibilities of abuse or arbitrariness which the court has found problematic.86

The approach by the ECtHR in surveillance cases has been interpreted as a sign of the court adopting a republican 'non-domination principle', where the effects of law on the power relationship between the state and citizen are taken into account when analysing the potential violation of a right under the convention.86 Such an approach could potentially assist the ECtHR in navigating the more abstract and opaque interferences that new technologies such as big data and algorithmic decision-making might cause. A similar rise in non-domination conceptions of privacy and the impact of new technologies has been identified in the case law of the Court of Justice of the European Union (CJEU), where it has been linked to the need to restrict the accumulation of arbitrary powers.86

These developments in the case law of the ECtHR and the CJEU, while far from offering a comprehensive approach to new technologies, may help maintain legality in the sense of individual foreseeability. It provides a minimum level of transparency and foreseeability of government measures that may be applied to technologically mediated government and could help individuals challenge certain opaque measures. However, in approaching these issues, it is important not to lose track of the role that qualitative legality plays in a larger constitutional framework – extending beyond the individual to the democratic core of the state. This role will be further analysed in the following section and it will eventually give us a reason to return to, and elaborate on, the principles drawn up by the ECtHR.

### 4. Legality and democracy: dusting off Implicit interconnections

The theoretical outline I have previously presented of the concept of qualitative legality has largely been focused on legal certainty and foreseeability for individuals and the preservation of internal legal rationality. However, the maintenance of foreseeable legislation in the face of technologically mediated governing also carries with it important implications for democracy which will here be analysed further. Assuming we base our understanding of legal legitimacy on the fulfillment of rule of law ideals, it follows from the implications to foreseeability that technologically mediated governing risks undermining the
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legitimacy of legal rules. This intra-legal legitimacy is however implicit tied to broader issues of democratic legitimacy. The foundation of this democratic legitimacy can be sought in different sources. I will proceed with a conceptualisation of democratic legitimacy inspired by consent theories and the theory of deliberative democracy articulated by Jürgen Habermas. While I acknowledge that this is a concept that carries with it a somewhat thicker understanding of the ‘oughts’ of democratic processes, I believe it is one that resonates with most European democracies as a hybrid of liberal and republican values. The implications I point to will in any case prove relevant in constitutional contexts where parliament carries the core of the democratic grounding of state power and where the separation of power is functionally important.

4.1 Qualitative legality as catalyst of deliberation

The idea of parliament as a democratic shorthand for ‘the will of the people’ is based on a presumption of the democratic nature of parliamentary law making. This democratic nature has its basis in both the direct nature of parliamentary elections, and in parliament as a place for democratic discourse and debate. In its ideal form, the legislative process will subject bills to scrutiny and deliberation, and through this process parliament will both increase the quality of the bill through rational argumentation and ensure that their content can gain a majority support by the representatives of the public. While doing so, the elected will be subject to pressure from the public and interest organisations, and to scrutiny by the media, ideally fulfilling the role of bringing issues from the periphery into the centre of public and political discourse. Meanwhile, on a political level, parliamentarians are subject to pressure from their party, the executive branch, and their primary constituents. As emphasised by Habermas, the resulting discourse is the foundation of democratic legitimacy. It also implies something else. By ensuring that law is the result of a transparent democratic discourse, citizens – ideally – can see themselves as co-authors of the law they are subject to.

Qualitative legality, as discussed above, can strengthen this democratic deliberation in several ways. By converting the political goals of the elected into legal norms, public policy is given a shape that allows legal-internal rationality and rule of law values to be upheld and makes politics legally enforceable. As pointed out by Dyzenhaus, law’s claim of authority must be understood as an implicit claim of legitimate authority, where legitimacy is dependent on legality as a rule of law value, creating the preconditions for a genuine social condition. Meanwhile, on a political level, parliament will both increase the quality of the bill through rational argumentation and ensure that their content can gain a majority support by the representatives of the public.

While doing so, the elected will be subject to pressure from the public and interest organisations, and to scrutiny by the media, ideally fulfilling the role of bringing issues from the periphery into the centre of public and political discourse. Meanwhile, on a political level, parliamentarians are subject to pressure from their party, the executive branch, and their primary constituents. As emphasised by Habermas, the resulting discourse is the foundation of democratic legitimacy. It also implies something else. By ensuring that law is the result of a transparent democratic discourse, citizens – ideally – can see themselves as co-authors of the law they are subject to.

Qualitative legality, as discussed above, can strengthen this democratic deliberation in several ways. By converting the political goals of the elected into legal norms, public policy is given a shape that allows legal-internal rationality and rule of law values to be upheld and makes politics legally enforceable. As pointed out by Dyzenhaus, law’s claim of authority must be understood as an implicit claim of legitimate authority, where legitimacy is dependent on legality as a rule of law value, creating the preconditions for a genuine social condition and contract and consent, and where the subjects of the law are autonomous and partners in the rule of law project.

Qualified legality thus ensures a connection between the law and the interests of the people as expressed through the elected legislative assembly’s political deliberations and decisions. Indeed, the clearer the connection is between the actions of the state and the concrete legal form of the political decisions resulting from the deliberative and reflective process of representative democracy, the more democratic legitimacy. Maintaining qualitative requirements of legality will uphold a vital link between the language of the law (which holds democratic legitimacy through the deliberations and decisions that precede it) and the actions and decisions of the state.

The logic behind this argument becomes clearer if we think about foreseeability as something having effects in two directions. On the one hand, the individual is supposed to be able to foresee the effects of law on her actions, but this is practically impossible if legislators are not able to foresee the effects of law as mediated through technology. As these practices drift from what the legislator explicitly or implicitly could have foreseen, the legislation loses connection with the deliberative processes of democracy that underpin its legitimacy.

The need to reach qualitative legality requirements further serves to create and increase transparency, enabling the democratic discourse surrounding current or proposed laws to be based on reasonable levels of foreseeability regarding the potential effects of those laws in relation to, for example, the impact on constitutional rights. Conversely, deficiencies in qualitative legality may result in a situation where neither citizens nor elected legislators really understand the implications of a proposed law, nor the power it confers to the executive. This is especially important when the legal practice is opaque or secret. One poignant example of this can be found in the United States where neither legislators nor citizens seemed able to foresee the vast surveillance system enabled by a vague section of the USA Patriot Act and the powers the executive government would eventually carve out of it. While the (unintended) visibility of these surveillance practices through the disclosures of Edward Snowden did not lead to their discontinuation, it did contribute to the democratic debate on the security services’ methods being based on a higher degree of foreseeability into the actual effects of the legislative framework and the actions of government agencies. It has also allowed citizens to show standing to challenge the legality of the surveillance regime and the participation of their governments in it.

In this context, qualitative legality serves an additional important function. It serves to uphold the separation of powers by limiting the discretionary power of the executive, while also upholding legal certainty by requiring that individuals can foresee what law requires and the authority given over them to executive agencies. This is mirrored in that clarity with regards to effects and powers conferred enables the elected representatives to foresee the scope of the power

---

88 For this interpretation of Habermas, see Lasse Thomassen, Habermas: A Guide for the Perplexed (Continuum, 2010) 121.
89 This idea recently received normative force in the German Federal Constitutional Court’s decision on the European Financial Stability Facility and the ESM/Euro Plus Pact, where the court held that the Bundestag’s right to decide the budget have to be exercised through deliberation and decision-making in the plenary setting rather than delegated to a committee or to the executive or a supranational mechanism, see Tony Prosser, ‘Constitutions as Communication’ (2017) 15 International Journal of Constitutional Law 1033, 1061.
90 See Jürgen Habermas, Between Facts and Norms: Contributions to a Discourse Theory of Law and Democracy (Polity, 1996) 304–306.
92 Habermas (n 90) 449.
93 Dyzenhaus (n 62) 297.
94 Dyzenhaus (n 64) 259.
95 Cf. Habermas (n 90) 450; see also Tamanaha (n 55) 99-100. In the same vein, the connection to the proportionality assessments made by the legislator becomes less pronounced as well, indicating the need for a stricter review by courts. This is however a matter for a different discussion.
97 Illustrative in this context are the investigations by the German Bundestag – the ‘Untersuchungsausschuss “NSA”’ – and the EU parliament investigating ‘The US surveillance programmes and their impact on EU citizens’ fundamental rights’ (PE 474.405) and ‘Human rights and technology: the impact of intrusion and surveillance systems on human rights in third countries’ (2014/2232(INI)).
98 See Big Brother Watch and others v. the United Kingdom App no 58170/13 (ECtHR, 13 September 2018).
handed to the executive and enables an informed democratic debate and discussion on such transfers of power based on a reasonably foreseeable practice.

While qualitative legality can fulfill these democratic functions, it is challenged when the actual effect of law is mediated through technology in ways that impacts foreseeability. In such cases, democratic discourse might be based on limited information and with a diffuse conception of the actual implications of laws under deliberation. It may result in a situation where legislators cannot reasonably foresee the implications of a law or the powers it confers to the executive government, either through a wide interpretive space, or through technological developments that carve out further power from discretionary spaces over time. It may also allow governments to hide or disguise the exercise of power, by clouding them in code. As Lessig puts it, ‘“code-based regulation – especially of people who are not themselves technically expert – risks making regulation invisible.”’ He argues that transparency serves as an important check on government power and the only rules government power should impose are those that would be obeyed if imposed transparently.

In the context of technology, these transparent deliberative practices are sometimes described as difficult to achieve due to a perceived inability of the public to navigate complex technological issues that arise in many policy areas. This has led to a questioning of the ideal of deliberative democracy in this context. More recent research in science and technology studies (STS) has however challenged this assumed ignorance and explored instead the differing points of departure from which people navigate and question technological choices and social dilemmas. These viewpoints and experiences may be different from those of experts and politicians, but equally valid and complementary, highlighting the need to maintain public deliberation regarding a specific technological reality with democratic means of maintaining individual autonomy? If we adopt a wider understanding of how and when the deliberative practices can be realised, we can reasonably include not only the ability of citizens to engage in public discourse in advance of legislative measures being put in place, but also the way citizens may challenge the constitutionality of law and government measures in courts, asserting their autonomy as legal subjects and actors within a constitutional framework. In doing so, they can bring constitutional issues under the purview

4.2 Allowing autonomy and fostering cross-institutional discourse

So far, I have touched upon the role qualitative legality plays for the legislative process. There are, however, further functions that qualitative legality can fulfill to allow for a broader deliberative discourse in a democratic state.

As mentioned above, democracy is more than a simple expression of popular will, it is grounded in a process. As conceptualised by Habermas through his co-originality thesis, any democratic system must capture both public and private autonomy, ensuring that citizens have a standing to both express a political will and assert their constitutional rights. In this process, courts are tasked with the important role of interpreting and applying law as well as acting as guardians of individual rights. As the ECtHR has concluded, a gradual and foreseeable development of law through legal precedent is not incompatible with qualitative legality. As far as interpretation of legislative acts goes, there is a point where, however, the connecting strands between a legally authoritative interpretation which is foreseeable due to gradual developments in case law, on the one hand, and the democratic legitimacy of parliament on the other, is severed. The question then becomes if the legal system can cure a lacking ex ante democratic deliberation regarding a specific technological reality with ex post judicial means of maintaining individual autonomy? If we adopt a wider understanding of how and when the deliberative practices can be realised, we can reasonably include not only the ability of citizens to engage in public discourse in advance of legislative measures being put in place, but also the way citizens may challenge the constitutionality of law and government measures in courts, asserting their autonomy as legal subjects and actors within a constitutional framework.

Changes were recently highlighted by a chamber judgment of the ECtHR as key aspects making the law acceptable under the ECHR. Consequently, the public and parliamentary debate did not only force the government to increase oversight, it also forced it to articulate rather vague and potentially wide legislative language into something more specific and transparent that ultimately managed to gain support in parliament and which may yet survive scrutiny by the ECtHR. This, in turn, served to limit the discretionary space of the signals intelligence agency, maintaining a minimum level of legality, while simultaneously calming the concerns from parliamentarians and certain sections of the public.

This ability of deliberative practices to ‘act as a prophylactic against later costly lawsuits’ is often forgotten. In a constitutional context it can also reduce the risk of legal uncertainties because of legislation that is expensive to implement, yet cannot for long be applied or is simply declared invalid following a decision by a court.
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of courts – essentially activating a constitutional discourse between courts, government, and parliament.\textsuperscript{112}

This control will in turn enable the autonomy and dignity of the individual to be safeguarded, and as such the preconditions for both the formation of public opinion, the expression of this opinion, and the retention of a democratic system that allows individuals to authorise future legislative assemblies to act on their behalf.\textsuperscript{113} To enable this, courts must however be open to a more generous approach to standing, as the sometimes subtle individual effects can mask more overarching systemic issues. In this sense, the ECtHR with its dynamic approach to victim status in surveillance cases can be one example of how to balance the interests involved.\textsuperscript{114}

I believe this perspective is a fruitful addition to the concept of republican non-domination as it is connected to similar ideas – distribution of power, our relationship as citizens with government bureaucracies, and the avoidance of discretionary power.\textsuperscript{115} It also engages similar issues of democratic inclusion as a counteraction to domination.\textsuperscript{116} But it also engages with further questions of power transfers between government branches, the existence of deliberation regarding the application of a specific technology, as well as the possibility for individuals to assert themselves as autonomous legal actors through the courts.

This brings us to the question of how legality may be understood to safeguard both individual and democratic functions in the light of technologically mediated governing and black box policing. Or, in other words, how should legality be recoded to fit within a technological legal framework?

5. Qualitative legality recoded

The central issue that this contribution has so far orbited (albeit in a rather twisted trajectory) is how technologically mediated governing – particularly in the policing context – can be legally contained and regulated, and how legality in the context of such governing can be upheld in adjudication. So far, I have primarily focused on certain challenges relating to technologically mediated governing and pointed to some tentative responses to those challenges from the ECtHR. I have also outlined the legal and democratic functions that legality fulfils and in doing so attempted to highlight the values that regulation and adjudication in this context should try to uphold. In the following, a more constructive approach, with every intellectual peril that entails, will be attempted.

5.1 Technology neutrality

While academics have, as is evident above, pointed to the risks involved in allowing new technologies to run rampant through the regulatory environment of policing, the response from legislators has often been considerably more innovation-friendly. This is especially evident through the concept of technology neutrality that has been a staple of technological regulation in both the EU and the US since the 1990s.\textsuperscript{117} As put by Reed, the idea that law should not pinpoint a certain technology, but rather keep itself open to technological development by remaining technology neutral, has been regarded as naturally good, ‘like motherhood and apple pie’.\textsuperscript{118} This idea, however, is likely to exacerbate the very issues highlighted here. The point of technology neutral law is often to allow authorities to choose suitable technologies to achieve a government policy, thereby avoiding rigid or outdated legislation. To achieve this, purposes or generalised technological concepts are described to avoid specific references to technology which may become outdated. However, qualitative legality as a concept would (anthropomorphically) frown upon precisely this form of discretion. Not only does it create uncertainty as to how the law is to be interpreted in relation to emerging technology, but the technological affordances that were the point of departure for the deliberations in the legislature may fundamentally shift. The gradual adaptation to new technology that technology neutrality was supposed to ensure, may instead create wide discretionary areas of technologically mediated governing. The risk, essentially, is a transferal of power from parliament (choosing to open up the discretionary technological space) to the executive agencies implementing a certain technology which, depending on the context, may never be subject to review by a court. The black box of policing discussed above is, in other words, nourished by the apple pie of technological neutrality.

In this context, it is worth keeping in mind that there are two distinct types of neutrality. First, there is a very reasonable ideal that constitutional rules and principles should be insusceptible to technological change. As Lessig puts it, judges are translators:

> We must always adopt readings of the Constitution that preserve its original values. When dealing with cyberspace, judges are to be translators: Different technologies are the different languages, and the aim is to find a reading of the Constitution that preserves its meaning from one world’s technology to another.\textsuperscript{119}

In terms of the second type of neutrality, which provides government agencies with mandates to exercise power through legislation that does not specify technological means, there is however a risk that technology neutral legislation instead codifies a form of indifference to the importance of code and architecture. It becomes in effect a transferal of power from the democratic arena to the architects of the digital arena; in some cases, this shifts power from the state to markets, in others from parliament to government agencies. In many cases it is both.

It is worth considering that the requirements of qualitative legality, including the deliberative aspects I have argued for above, may demand a more specific legislation – at least in such legislative contexts that may affect individual rights or the power relationship between citizen and state. The need to revisit legislation more frequently in view of new technological developments, while understandably a complicated and time-consuming process, may be a worthwhile price to pay to foster both legality and democratic legitimacy in the technological context.

5.2 A more extensive interpretation of legality

To counter unconstrained transfers of power, we need to understand the implications of technology, not just in terms of certain individuals or groups at risk of suffering adverse effects, but also the shifts in the power relationship between individuals and the govern-
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ment. Conceptualising the legality of new technologies must therefore go beyond ‘due process legality’, focusing on the particular effects of an individual, and also ask wider questions regarding the transferral of power from law – the purview of parliament – to the technologically mediated bureaucracies of executive agencies and the private technology companies they rely on.

As courts analyse the legality of a certain measure, they should consider the potentialities of technology to shift power relationships within the branches of government and between state and private actors. In doing so, even within the limits of a single case, courts may need to consider the wider implications of a certain technology and whether they are transparent and foreseeable not only for the individual, but also whether they were ever the subject of democratic deliberation at all.

Admittedly, extending the analysis of legality beyond the case at hand might extend the purview of the court into what some may believe would amount to judicial activism, and the counterargument may be that courts should instead defer to the government if in doubt. I would however argue that when the legislator has not even considered the use of a certain technology, there is no legislative will of parliament to defer to.120 Deferring to the government in such cases would instead cause an implicit transferral of power from parliament to the executive that was never intended. In contrast, by keeping in mind the democratic functions of qualitative legality and strictly analysing the legality of a technological measure in that light, courts instead serve parliamentary supremacy by essentially turning the question back to the proper place for democratic deliberation. In doing so, courts will essentially say, ‘If this is what parliament desires, it will at least have say so explicitly, transparently, and after deliberating on the issue’.121

5.3 Judicial pre-review and extensive ex post review

One way in which the application of new technologies could be better insured against a departure from the requirements of legality, while maintaining some flexibility, is through preliminary court reviews of new technologies being implemented within public agencies that may affect individual rights or due process.

While such reviews of legality are often conducted within executive agencies prior to the application of certain methods or technologies, the addition of a court review could fulfil functions that improve qualitative legality in several ways. Following an internal review of the legislative framework surrounding a new or previously untested method, a law enforcement agency could apply to a court to get a preliminary approval of its use, making their best arguments for why it may be legal. This hypothetical court review could then consider both how well the new technology fulfils existing requirements of legality and proportionality, as well as its fit within legal mandates and due process requirements. Simultaneously, civil society organisations, bar associations, and other stakeholders could file their own briefs to inform the court. Should the method not fit within the existing legal and deliberative framework (i.e. considering the degree to which the method could have been foreseen and deliberated within the democratic process), the court could refer the issue to the legislature. Should it fit, but with certain caveats, the court could put in place such terms and conditions that are required to limit the use of the technology to what is allowed within the framework of constitutional or human rights rules. Such a preliminary review could also make relevant legal aspects of the application of the method public, reaching the transparency and foreseeability requirements similar to the case of Uzun v. Germany mentioned in section 3.2 above.

The use of preliminary review of specific technologies is different from other measures such as judicial review in abstracto, as it focuses not on the legal rules themselves, but instead on the technologies used and how they fit within a legal framework. Comparable solutions implemented within a political framework exist in certain US cities, most famously in Seattle, where a city surveillance ordinance requires the police to report the use of surveillance technologies onto a ‘master list’ which is then subject to public deliberation and city council review. It is intended to increase political control of surveillance technologies and to increase civil society involvement while increasing public trust in the police.122 While the Seattle ordinance has been seen to not properly address the use of algorithmic surveillance,123 it is still a noteworthy example of how technologies can be subjected to increased scrutiny.

While the publication of details of surveillance methods is – to put it mildly – frowned upon by intelligence and law enforcement agencies, the clarification of more general attributes of surveillance mandates (such as the general scope of its intrusion into a right and the safeguards surrounding it) and the relevant legal aspects of how a technology can be reconciled under a legal mandate, are in any case of the type that needs to be publicly available to reach legality requirements (as they are construed by the ECHR).

To avoid the negative effects of technology neutrality discussed above, a pre-review should strive to delineate the salient features and underlying presumptions that distinguish the legal analysis of the method in terms of impact on individual rights, principles, or rules. This will ensure that shifts in technologies impacting those underlying features and assumptions will necessitate a new review. In relation to surveillance technologies, this could imply a description of the limits in terms of the degree to which the method allows for the mapping of individuals or groups. In relation to the implementation of machine-learning algorithms, this could imply a description of the necessary level of human involvement in decision-making, restrictions on allowed applications, attributes or inferences, restrictions in the further measures taken based on automated profiles, necessary measures to quality assure underlying data sets, or safeguards in terms of ex post auditing.

It is important to note that a review, such as the one outlined above, can only ever be preliminary and must not be allowed to prevent a later ex post judicial review of the application of the technology used. As discussed in previous sections, the actual effects of a certain technology are in many ways dependent on its application and its interface with citizens. The preliminary review can, however, ensure a legal check on otherwise discrete and direct technological measures. It would also serve as a continuously updated inventory of techno-
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5.4 Ex post auditing

The importance of algorithms and the data that fuel them is becoming increasingly clear, and there have been increased efforts to ensure some insight into algorithms. In Europe, this push has not been fuelled by concerns of legality, but rather from the viewpoint of data protection, privacy, and informational self-determination. Within the European Union, steps have been taken to try to achieve transparency and limit the impact of profiling and algorithmic decision-making through legislation such as the new EU General Data Protection Regulation (GDPR). Article 13.2(f) GDPR specifically requires the provision of meaningful information about the logic involved in automated decision-making and profiling, as well as the significance and the envisaged consequences of such processing of personal data for the data subject. There is a further rule in article 22, giving data subjects a right not to be subject to decisions made solely on automated processing, including profiling, which produces legal effects for him or her or significantly affects him or her. However, the impact of this rule is limited in two primary ways. First, the rule only applies to fully automated decision-making – including a human in some part of the decision-making process will circumvent the rule as long as the human has meaningful impact on the outcome. Second, the GDPR does not apply to processing of personal data within law enforcement and while there is a similar rule in the directive harmonising data protection in that context, it is possible for member states to allow such automated decision-making through national law though not based on certain sensitive categories of data.

Still, the impulse to ensure access to and information about algorithmic decisions based on citizen data is reasonable. Even when the applications of technology are in accordance with the law, transparency can create awareness of how data are used and how government agencies (and, in the case of the GDPR – even private actors) reach their conclusions based on these data. It is however difficult to achieve full transparency, both on account of the technologies involved such as neural networks where the logic may make review fruitless, and because true understanding of the outcomes will require access to the underlying data, which may end up conflicting with privacy and data protection of others whose data are being processed. There may therefore be an increased need for expert auditing of big data governing from oversight bodies where access to information and technological experts can be achieved more effectively. Importantly, the organs auditing such technology should be given mandates which are not tied to express technologies or policing powers as this runs the risk of new technologies being implemented in the gaps between these mandates. Instead, their auditing mandates should be wide and overarching to allow their audit to adapt to changing circumstances.

5.5 Avoiding determinism

The advent of technologically mediated governing does not entail a necessary surrender of legal values to the unrelenting march of technological development. Technology challenges the existing framework of legal governance and involves inevitable difficulties in regulating technology. However, as noted in STS literature, the surrender to technological determinism through the idea that technological change causes or determines social change ‘leaves no space for human choice or intervention and, moreover, absolves us from responsibility for the technologies we make and use’.

In fact, there is nothing forcing government agencies to employ technological measures or make governing dependent on their application. Indeed, while technological determinism is often visible in the debates on regulating social media, drones, or AI for private entities, the normative influence of law within government entities is, or at least should be, higher. As such, even while we may accept the difficulty of effectively preventing a certain technology from affecting the everyday life-world of private citizens or private entities, this does not answer the question of whether we should allow or pursue the use of the same technology within our government agencies. Instead, these are choices governments can make and abandoning these choices to the whims of technological trends will fundamentally weaken the sphere of democratic deliberation. As Lessig puts it: ‘Code codifies values, and yet, oddly, most people speak as if code were just a question of engineering. Or as if code is best left to the market. Or best unaddressed by government.’

Avoiding this determinism requires us to ‘recode’ legality to fit a technological context. Doing so will essentially require three main considerations to be actively acknowledged in both the legislative process and the adjudication of technologically mediated governing.

First, as I have pointed out above, the legislative process must be based on a reasonable level of foreseeability regarding the interaction between law and technology. This may require the abandonment of technology neutrality as a legislative ideal in contexts where technology will interfere with rights, alters the power relationship between citizen and state, or when it significantly affects the balance of power within a constitutional system. If government power should be bound by law, technology cannot be exempt from this.

Second, the review of legality of technological measures by courts should consider the existence of deliberative practices underpinning...
the measure under review. While a certain technology may fit into the semantic meaning of a legal provision, the effects produced may never have been possible for legislators to envision. While the point here is not that every consequence of technology must have been foreseen – which would make law unbearably complex and rigid – measures that will substantially impact rights or the power relationship between citizen and state, or parliament and the executive, should be subject to a stricter review.

Third and finally, the many subtle ways in which technologically mediated governing can influence individuals will require courts to have a dynamic and generous approach to standing. Here, the approach taken by the ECtHR can serve as inspiration. I have also suggested the implementation of a form of preliminary judicial review of new technologies that could assist in the fulfilment of qualitative legality in the application of emerging technologies in governing. In combination with a strict ex post court review and auditing by expert oversight bodies with access to both code and data, this could aid in the mitigation of the concerns raised here.

5.6 The choices we make

As we have seen, there are several important implications of technologically mediated governing for both legality as a rule of law value, and the implicit democratic values legality serves. This is true both in the context of policing and in other fields of governing. The pertinent question raised is whether automation of government decision-making will itself shape the rule of law. If the development of the rule of law has made the exercise of government power subject to the law, increased foreseeability, and limited arbitrariness, we may indeed reasonably ask whether technologically mediated governing will move important aspects of this governing into a black box. In this box, the norms that govern are statistical rather than legal. The goal of foreseeability is replaced by ambitions of accuracy, and if human discretion is replaced, there is an inherent risk that it is replaced by an automated naivety regarding the systematic inequality which is represented in the data that surround us. Avoiding this will require us to interpret legality in a way that maintains both the explicit and implicit values it protects even in the face of technological change.
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