The General Data Protection Regulation has been seen as an omnibus law which potentially addresses all Internet-related problems. Yet, concerns have been raised about the broad scope of the GDPR that might be overreaching its capacity. Calls have been made to create a scalable and more targeted system of legal protection against digital wrongs. General principles governing the design and use of software should be at the foundation of such a scalable system. While automation via code is often an aspect of existing societal problems, software affordances amplify non-technology-specific problems in a unique way.

1. Introduction

One important piece is missing from the EU grand scheme of regulatory efforts to address the challenges of the digital society. We submit that – in addition to the existing and proposed regulation for the digital world and in order to create a scalable and more targeted system of legal protection against risks of an information society – the design and use of computer software, including but not limited to what is known as Artificial Intelligence systems, should be subject to framework regulation in the form of general principles. We argue that applying one possible set of such principles, namely, Fair Information Principles, will positively affect legal protection against harms associated with information technologies.

In the past decade, the EU has been leading a large-scale effort to reform the legal landscape, tackling various problems of the information society. The effort was kicked off with the 2012 data protection reform and culminated in the avalanche of other regulatory instruments proposed and adopted in the past five years. The new law has primarily been sectoral, that is focusing on one or several aspects of the information society or specific sectors, such as data governance and especially data sharing, data sharing in the health sector, unfair consumer practices and content moderation in the digital context, algorithmic management of platform workers, or design and use of certain kinds of AI and transparency of the AI.
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Serious concerns have been raised about the broad scope of the GDPR that might be overreaching its capacity. The underfunded and understaffed DPAs are not in a position to meaningfully and equitably enforce the GDPR in all cases where it applies, and even less so after another leap to the new context of effectively moderating developments in generative AI or generally supervising algorithms, a mandate that the Dutch DPA has recently assumed. Such expansions have contributed to the GDPR losing its identity, where controllers and data subjects alike do not understand what this legal instrument is for, an important factor if we want this law to be used. Finally, as broad as the scope of the GDPR is, it is still defined by the concept of personal data, and therefore, the availability of the GDPR remedies is conditional, among others, on whether or not a natural person affected by a certain digital practice is identified or identifiable. Many so-called “privacy-enhancing technologies” (PETs), such as multi-party computation, synthetic data and federated learning have been developed to minimize the processing of identified or identifiable data, though how successful they have been is questionable. While a very broad interpretation of identification and identifiability is possible to bring data processing with the use of PETs within the ambit of the data protection law, the debates on whether or not a data subject is identified or identifiable and if personal data is processed in many cases can obscure what really is at stake regarding a certain practice, for instance, in the example above, if the content generated by ChatGPT is appropriate for vulnerable content recipients, such as children. For these reasons, it has been argued elsewhere that the system of legal protection against harms of the digital society needs to be revised, made more scalable and targeted at the phenomena that are in a more direct causal connection with those harms.

In this paper, we argue that one way to achieve such a scalable and more targeted system of legal protection and an alternative to the GDPR as one law that “rules them all” is regulation of the design and use of computer code with impact on people by means of the framework of general principles as opposed to highly specific rules. While many such general principles can be devised, we consider the general data protection principles, the latest reincarnation of the Fair Information Principles, as a blueprint for the general principles of code and examine what effects they will have on legal protection when applied to code.

Before we proceed with the analysis, it is important to define what we mean by code. In very simple terms, by code, we understand computer software, i.e., instructions that “tell” the computer hardware what to do. Depending on its role in the human programmer-computer interaction, all computer software can be generally divided into

use. In contrast, the GDPR has been seen as an omnibus law which potentially addresses all Internet-related problems, from protecting private sphere to algorithmic firing to discrimination and consumer empowerment and trust in the digital economy. This “catch-all” nature of the GDPR’s legal protection results from the broad interpretation of its material scope anchored in the broad meaning of “personal data” and its broad general principles of lawful data processing, including fairness, lawfulness, transparency and proportionality of processing manifested in the form of minimization and storage limitation principles, which make the GDPR suitable to address a broad range of digital problems. To illustrate, the Chair of the Dutch Data Protection Authority (DPA) has recently spoken about his vision of the role of data protection authorities as watchdogs of fundamental rights in the digital society. In Spring 2023, the Italian Data Protection Authority banned the use of ChatGPT, a generative AI chatbot that mimics human responses to prompts, on the ground that the GDPR was violated during its training and use.

Having such a catch-all legal instrument seems like a good thing, considering that it provides a legal remedy for cases where no other legal regimes apply. This was clearly the case with the Italian ban on ChatGPT. While the DPA cited GDPR violations as reasons for the ban, one of the concerns was that the AI “exposes minors to absolutely unsuitable answers compared to their degree of development and awareness.” Such effects of AI have not yet been addressed by any existing piece of legislation, and it has been disputed if the transparency requirements in the proposed AI Act would suffice. However, there are a few significant problems with this approach.

The violations include a lack of legal basis for processing training data, on legal boundaries, technologies, and collapsing dimensions of privacy (2014) Polsita & Societa 247, 258.
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three types: source code written by a human programmer in one of the human-readable programming languages such as Python-, C++ or Javascript, which usually relies on the natural-language words, abbreviations and punctuation;\(^\text{23}\) object code, i.e. the machine-readable detailed instructions on which operations the hardware should execute; and software that “translates” source code to object code, called a compiler (for ad hoc translations) or interpreter (for every time an application runs). We will use “code”, “computer software”, and “algorithm” interchangeably in this paper, which is in line with how these terms are currently used in the legal and ethical discourse.\(^\text{24}\)

Our analysis will proceed as follows. In Section 2, we review the literature that came before our argument where computer code is problematized, and calls are made for its regulation. We explain how our analysis differs from and contributes to this literature in at least three ways. (1) We focus on the broad category of computer software rather than its narrow subtype, such as AI, and (2) on its entire lifecycle. (3) Finally, we share the view held by many that code is a manifestation of power and a mode of regulation. Yet, instead of presuming that for this reason, a code-specific regulatory intervention is warranted, we make the issue of the need for code-specific regulation vs technology-neutral regulation a central point of our analysis. In Section 3, we explain why computer code warrants code-specific regulation. While computer code is often an aspect of existing societal problems, affordances of computer code such as its scalability and stickiness of the code-generated outcomes amplify those non-technology specific problems in a unique way. In Section 4, we argue that, based on the insights of the legal and regulatory theory, general principles, as opposed to specific rules, will deliver more legal certainty and better legal protection in the complex and highly dynamic context of a digital society with high economic stakes. Finally, in Section 5, we illustrate how one set of such general principles – built around the general data protection principles – would work.

2. Situating the argument in relation to state-of-the-art

We are certainly not the first to problematize code or to suggest that computer code needs to be designed and used with certain values or principles in mind or that it should be regulated. In light of the increasing availability and sophistication of software and the empirical consequences it has for our public and private lives, many proposals have been made in recent years from perspectives of various disciplines outlining how software should be constructed or regulated in order to minimize its negative effects. Without aiming at producing a complete catalogue of these analyses, in this section, we cluster and review these proposals and situate ours in relation to them.

The risks associated with applying computer code to society are very diverse in nature. These risks have been approached by many disciplines from different perspectives which resulted in multiple accounts of the relationship between values and code design, which rarely communicate and often fail to successfully inform each other.\(^\text{25}\) We identify several clusters of such literature below.

The idea of values designed in code has its intellectual roots in the 1970s the science and technology studies (STS) literature. One of the central ideas of STS is that technological design is not neutral but inherently shaped by cultural and moral values. Social constructivist theories and value-sensitive design (VSD) scholarship\(^\text{26}\) stressed how the social context, specific and diverse interests of people and organizations shape technological artifacts. The sociology of technology, more broadly, looked at the actors and social groups that were constructing the technologies and their fundamental role in influencing them with subjective values that would then be transferred back to the technology users.\(^\text{27}\) The paradigm shift inaugurated by these studies lies in understanding the ways in which a technology is used only in relation to the social context in which it is embedded, where the boundaries between the social and the technical are increasingly blurred. Langdon Winner, among others, famously demonstrated how political ideas influence the design and goals of a technology.\(^\text{28}\) According to philosopher Andrew Feenberg, no technology is built in neutral spaces, demonstrating how it is always a political phenomenon, an “extension of the existing”.\(^\text{29}\) Relatedly, feminist scholars critiqued technology for not including women and other (non-gender) marginalized social groups in the design process and noted that, as a result, their relationship with technology was different from that of dominant social groups.\(^\text{30}\)

While these are the points raised in relation to technology generally, more recently, STS scholarship subjected computer code to similar critique, pointing out that it is intrinsically value-laden.\(^\text{31}\) Yet, this academic field primarily provides critical reflections on code and does not offer directions on how to assess computer code against certain values or incorporate those values into code, through regulation or otherwise. Many VSD theories, given their link to human-computer interaction (HCI), critique computer software from the perspectives of usability and accessibility and do not look at other societal values, with notable but rare exceptions such as analyses proposing traditional VSD principles as design principles of AI.\(^\text{32}\)

Another way in which computer software was problematized is through bias. The first analysis on bias in computer software was done within VDS theory in 1996 by Friedman and Nissenbaum.

32 See e.g. Steven Umbrello and Ibo van de Poel, ‘Mapping value sensitive design onto AI for social good principles’ (2021), Al Ethics 1, 283–296.
They distinguished three types of bias: pre-existing (social) bias that precedes and impacts the design of code, technical bias embedded in code, and emergent bias (from the use context). They also suggested that the quality of computer systems should be assessed, considering criteria such as freedom from bias, reliability, accuracy and efficiency.33

Against this background, yet another cluster of literature emerged which draws attention to what we call "procedural design justice". Some scholars in this broad field advocate for participatory data collection and design.34 Others in the "design justice" literature critique technology design on the grounds of structural inequalities and discrimination of marginalized groups. They object against universalistic principles and the practice of standardization underlying design that disadvantage certain groups.35 Drawing on the literature on gender and technology, more recent approaches such as D'Ignazio and Klein's Data Feminism have emphasized how data science has settled as a practice excluding some already marginalized groups.36

Others focused on real-life cases of harm related to code and the uses of algorithms in sensitive contexts to document those and raise awareness about risks associated with algorithms and data analytics among data- and computer scientists. For example, much attention is devoted to the amplification of gender- and race-based discrimination through computer code. In particular, the quality of data or the choice of specific statistical variables, indicators and weights may exacerbate existing biases.37 In response, more inclusive and socially representative design spaces and teams are proposed as strategies to ensure non-discrimination.38

With the rise of Artificial Intelligence (AI) enabled by Machine Learning (ML) as a subset of computer software, a rapidly growing body of literature has emerged that raises concerns and suggests solutions specific to the AI/ML context. Some focus on the problem of bias in ML, proposing solutions in the form of curation of data and the procedures around it (collection, cleaning, analysis, labeling). Several authors from law and ethics have addressed the issue of algorithmic bias by looking at the quality of data sets and their distribution.46 Yet others critique the data-centered approaches to AI problems as limited and distracting from a broader picture of the AI-induced harms, proposing instead to refocus attention on a broader societal impact of ML and human rights.49 There is yet another branch of the (STS-informed) law and technology- and privacy scholarship have also produced relevant problematizations of code. For example, Philip Agre in his work on the capture model of privacy argued that design of any information system includes modelling human behavior by breaking it into smaller tasks (what he calls 'grammar of behaviour') and then imposes this 'grammar of behaviour' on users, whose behavior is shaped by this model.40 Code only allows for certain behavioral possibilities (what philosophy of technology calls "affordances") and disallows others ("disaffordances").41 Thus, any computer code, even when not explicitly intended by its makers, will impact behaviour and can impact users' rights and interests. Relatedly, Lessig famously coined "Code is Law" and articulated it as a mode of regulation through architecture.42

Most recently, Diver argued that, to be acceptable in a democracy, code as a form of regulation should have certain formal characteristics, deriving from the ideas of legitimacy in legal philosophy.43 As many social constructivists argued, designers play a key role in designing norms into code, which determine user behaviour.44 As a society, we expect lawmakers to adhere to the values of legitimacy when introducing legal norms. In a similar fashion, when designers "legislate" the "norms" in the form of code, code design should meet standards of legitimacy, or create certain affordances that favor certain categories (less "marginal" because they represent the status quo and not outliers) (see e.g. Caroline Criado Perez, 'Invisible Women: Data Bias in a World Designed for Men' (Random House 2019); Sara Wachter-Boettcher, 'Technically Wrong: Sexist Apps, Biased Algorithms, and Other Threats of Toxic Tech' (W.W. Norton & Company 2017)).
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ML-focused legal and ethics literature critiquing this technology from the perspectives of transparency, non-discrimination, explainability and accountability, and suggesting respective solutions. But these analyses – and related policy initiatives – are highly specific to the ML-context and do not extrapolate to a broader discussion of regulating code as such.

We build on and contribute to the ongoing debates in at least three ways. (1) Our focus is on the broad category of computer software generally, in contrast to the sizeable and growing literature on bias, discrimination, accountability, etc. in AI. (2) Unlike a lot of the AI scholarship and the literature on design justice that problematize and propose solutions with regard to certain stages of code lifecycle such as design or data analysis and training, we focus on the entire lifecycle of code from inception to design, use and destruction. (3) Finally, like philosophers of technology and privacy and law and technology scholars, we embrace code as a manifestation of power and a mode of regulation that imposes certain (sometimes problematic) values on its users. Yet, instead of presuming that for this reason a code-specific regulatory intervention is warranted, we make the issue of the central point of our analysis.

3. Why design and use of code needs to be regulated

Computer code does not get created or used in legal vacuum. Some general laws applicable to human behavior also apply to computer code. If someone will intentionally manipulate software running a medical device with intent to cause death of a patient, this will qualify as murder in many jurisdictions. Product safety requirements apply to computer software, there should be something specific about software that for legal regulation to target the design and deployment of computer software cause specific risks, and hence need to be regulated through technology-specific legislation.

3.1 Theoretical framework: regulatory theory and technology neutrality of law

Two bodies of scholarship inform our analysis. The first is regulatory theory, specifically, work of Schauer and Black on technology scholarship on technology neutrality of law. Related to the regulatory theory-based insight that regulation should target phenomena in causal connection to what regulation should achieve, this second body of scholarship suggests that in order to be transparent and proportionate, accommodating and sustainable for technological change, regulation should generally be technology-neutral, i.e. focus “on the effects of actions” rather than target a specific technology. This is except for the cases where a specific technology raises specific moral objections, or presents specific risks, and to provide equal legal protection in cases where the technology in question is and is not involved. The next section argues that the design and use of computer software cause specific risks, and hence need to be regulated through technology-specific legislation.

3.2 Software-specific problems

Does computer software present specific problems that necessitate specific regulation? Yes and no. As Bennett Moses aptly notes, “[w]e tend to be more concerned about technological dimensions of what are in fact broader [societal] problems”, so problems discussed in the context of automation and computing are oftentimes a manifestation of broader social processes such as discrimination or social injustice. Similarly, several accounts of technology we discussed earlier in this paper consider technology, and therefore software, as a socio-technical practice where technology cannot be understood or tackled in isolation from society. Software, like any other practice, is social because it is produced by people who act based on their experiences and worldviews and are situated in social, political and economic contexts.
For instance, optimization and optimization-related concerns might seem to be computing-specific. Optimization is said to be the underlying goal of computer science, as computing is engaged in order to solve problems more efficiently or using less resources, e.g. find a solution to a mathematical problem faster or calculate a shorter route. Optimization is a manifestation of the New Public Management (‘NPM’) combined with techno-solutionism, both aimed at “improving” public services, a.o. through subjecting them to market rules, which is a manifestation of neo-liberalism.

Similarly, Diver discusses immediacy of code as one of its key affordances and as something that is in its “very nature.” In contrast with the so-called text-based law (or any text-based rule) which allows a delay between representation of the rule, understanding of the rule, and a rule-based action, referred to as a ‘hermeneutic gap’, when rules are translated into computational systems, the delay is eliminated, together with a possibility for a human to engage with and reflect on the rule. At the same time, lack of reflection and consideration have also been said to characterise the “analogue” bureaucracy. While human bureaucrats in theory can make use of the inbuilt delay of the text-based policies to reflect on their meaning, they often do not do so for a number of reasons, including but not limited to no discretion left in the language of the rules or due to hierarchical pressure and limited resources leading to the lack of time to engage in any meaningful reflections. According to Piliavsky, bureaucracy “violates our capacity to imagine, create, play, or even think clearly; and in so doing it infringes upon the very essence of what it means to be human.”

Graeber writes: “Bureaucratic procedures... have an uncanny ability to make even the smartest people act like idiots. [...] [Bureaucracy] radically strips down, simplifies, and ultimately prevents communication ... it is [...] a form of anti-action.” Interestingly, as a metaphor to describe the core of the “database problem” intimately connected to computing, Daniel Solove uses Kafka’s depiction of bureaucracy in The Trial, referring in particular to “more thoughtless process of bureaucratic indifference, arbitrary errors, and dehumanization, a world where people feel powerless and vulnerable, without any meaningful form of participation in the collection and use of their information.” While the immediacy of code-based decisions leaving no space for reflection can be compared to a domino run where an individual falling domino has no say in the process but does enable the domino effect, individual bureaucrats often operate in a similar fashion, if not in terms of speed, certainly in terms of the automatism of a cog in the machinery of public and private bureaucracies.

Similarly, concerns related to code as a mechanism of power and control discussed earlier are not unique to software and the digital context. Architecture as a mode of regulation and instrument of control is not limited to code but includes any designed objects or space.

In other words, some characteristics of computer code that have been problematized in the literature are not technology-specific and are often an aspect of broader social phenomena such as prioritization of efficiency of (governmental) processes at the expense of the ensuing costs to citizens. What seems specific to code though is the degree of amplification that it provides to those broader societal problems. We explain this high degree of amplification by what we call the scalability of code and stickiness of outcomes produced or presented through code. Below we briefly explain both.

In information technology literature, scalability is understood as the ability of software to maintain performance even when the field of its application is expanded. Scalability is one of the major computing tasks and software’s ability to achieve an output that is applicable to a large number of cases at once is often the reason for software to be used. Software scalability has both a quantitative and a temporal dimension. The quantitative dimension refers to the fact that a rule or instruction, once translated into computer code, gains the ability to apply to and affect a large group of people. For example, a certain affordance of computer code structures the behaviour of its users.
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equally regardless of the users’ numbers, be it one or a million. A traffic rule “translated” into a rules-based algorithm of a smart traffic camera (e.g., “drivers driving at a speed above X are in violation and ought to be fined”), when that algorithm is in action, equally affects all the drivers that speed on the relevant piece of the road. Be it one driver or a thousand, they all receive an automatically generated speeding ticket.

The temporal dimension refers to the fact that a rule translated into computer code, can be applied to multiple people at the same time, further contributing to the amplification. A good illustration of the qualitative and temporal dimensions of software scalability leading to the amplification of broader societal problems is the automation of administrative processes. Many governments employ automation to be able to enforce welfare policies at scale. For instance, Article 40 of the Dutch GDPR implementation act creates a broad exception from the GDPR prohibition of automated decision-making “on the basis other than profiling, (…) necessary to fulfil (…) a service in the common interest” since there is “no added value” of human involvement in automated decision-making on the basis of individual traits where the legal basis of such decisions leaves no discretionary space as in case of the allocation of certain social benefits.80 In this context, hypothetically, if the government were to decide to question the legitimacy of working mothers receiving a public benefit and withdrawing the benefit, it could do so in a matter of seconds by using software and the indicators such as gender (female), number of children (>0), and employment status (employed). In this scenario, when an employed woman – regardless of a total number of affected individuals – becomes a mother, this policy is automatically and immediately effectuated against her and thousands like her. This has a scalable and immediate impact on a large portion of the population sharing the relevant characteristics, regardless of where they are and their specific history. This amplification, in the absence of software, would not have been possible.

Finally, another characteristic that is specific to the contexts where software is used and that amplifies broader societal problems, is that the outcomes produced or presented by software tend to stick, i.e. they are not easily altered. When we outsource a task to software, we tend to blindly trust its outcome without questioning it. This comes as a result of a much-studied empirical phenomenon referred to as “automation bias”.81 Sociologist Thomas Veblen proposed the idea of technology as the initiator of all social transformations and therefore objectively unquestionable.82 Automation bias occurs when a technological result is interpreted as pronounced by an “oracle” and an indisputable truth. Historically, the fact that software is based on mathematical logic and statistical models has given it a flair of rigour and objectivity, especially contrasted with human judgment that is often biased by emotions, culture, or values. Therefore, automation should in theory reduce human error and is often considered (while might not be) more reliable as the result of objective science expressed in computer code. Moreover, code-generated outcomes are often used to obfuscate human choices by the “computer said so”-type of arguments. While this over-reliance on automation risks eroding human control when it matters, especially in highly sensitive decision-making contexts, and leads to oversimplification and reduction of complexity and nuance, primarily it cements the outcomes of decisions encoded in software, and amplifies any societal problems that those decisions cause.

When imposed on broader societal problems such as bias and discrimination, these affordances of computer code create a “perfect storm” and amplify their non-technology specific effects. This amplification is code-specific and justifies technology-specific regulation of code.

4. Why principles and not rules?83
Considering that computer code is widely used and affects many aspects of our lives, introducing an elaborate regulation of its design and use akin to what the GDPR is for personal data will simply amount to yet another “law of everything” and therefore be counter-productive in relation to the reasons why we propose regulation of code, i.e. to build a scalable system of legal protection. While some software, e.g. as part of a medical device or a child’s toy, should certainly be subject to comprehensive regulation to ensure that it is safe, we do not believe that this should be the case for all code. Instead, to balance the broad scope of the regulation (all code) with its low intensity, we propose framework legislation that sets out general principles for how computer code should be designed and used to address the problems described in Section 3.2.84 These principles should be complemented by sectoral and more specific legislation of potentially problematic practices amplified by code, such as unfair consumer practices regulated via consumer protection law, public decision-making regulated in administrative and procedural law, etc.85 The resulting system would be scalable since the more general and less compliance-intensive principles will apply to all code, and more intensive obligations would target specific problematic areas.

What do we mean by general principles? In legal and regulatory theory, there are many ways to define and distinguish principles from rules and the authors disagree on whether or not there is a fundamental difference between rules and principles. Some scholars such as Dworkin86 and Alexy,87 maintain that there is a principal difference between rules and principles. Both rules and principles equally point to particular decisions about legal obligations in particular circumstances, but they differ in the character of the direction they give. Rules offer a conclusive resolution of a situation (“[a] will is invalid unless signed by three witnesses”) and principles are inconclusive as to the outcome (“[n]o man may profit from his own wrong”).88 Therefore, two rules cannot conflict with each other (in case of conflict, one of them must be invalid) and when principles conflict, the reasons behind those principles must be weighed against each other, one principle will prevail or be given priority and the principle that did not prevail will remain a valid principle of law.89 Yet, for others
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like Raz and Sartor, the difference between rules and principles is not as clear-cut. Both rules and principles are defeasible and can conflict without losing validity. They can be weighed against each other albeit the weighing works differently for these two types of norms. What distinguishes legal principles from rules for Raz is their more general character: their subjects are not specified, their area of application is not narrowed by possible conflict with more specific rules, and principles prescribe highly unspecified actions. Yet, another school of thought does not see any principal difference between rules and principles at all and argues that what distinguishes rules and principles is a degree of specificity. A rule to a principle is what a blueprint is to a plan, the former “being a more detailed form” of the latter. Where all three bodies of scholarship converge is that, where rules are specific, principles are general norms, and this is how we understand principles in this paper.

Two objections were usually made when we presented the idea to regulate computer code with general principles. The first objection is that general computer principles are non-binding and therefore regulation by such general principles amounts to self-regulation, which, when it comes to regulation of technology and other spheres, has a bad track record. The second objection is that regulation by general principles which are not prescribing specific action in specific circumstances will lead to ununiform and unpredictable application and to legal uncertainty, which will leave too much room for maneuver to the industry and other actors and negatively impact the quality of legal protection. To the first objection, we answer that the general nature of principles does not imply that they are non-binding. The second objection requires a more elaborate response.

We have already argued that introducing a comprehensive regime of specific rules akin to the GDPR would defeat the purpose of the proposal, which was, among others, to resolve the problem of over-inclusive and unscalable regulation. However, in addition, we submit that considering the high complexity of the field of design and use of computer code and high (economic) stakes, regulation of computer code by highly specific legal rules will lead to increased uncertainty, while general principles combined with rules will likely deliver more legal certainty.

Our argument is based on legal theory and empirical regulatory research, in particular the works of Baldwin and Braithwaite. Baldwin argues that the law should strive to balance certainty and reliability against flexibility, it is ... wise legal policy to use rules as much as possible for regulating human behavior because they are more certain than principles and lend themselves more easily to uniform and predictable application. Yet, according to Baldwin, the world is full of specific legal rules that do not work, and this is in part because those rules were drafted without account of how compliance with them is secured in regulatory practice. According to Braithwaite, highly specific rules may work and deliver legal certainty in relatively simple and static contexts without high economic stakes, such as traffic rules. However, contrary to the intuitive appeal of Raz’s maxim, regulation by highly specific rules often has opposite effects and erodes legal certainty:

As the complexity, flux and the size of regulated economic interests increase, certainty progressively moves from being positively associated with the specificity of the acts mandated by rules to being negatively associated with rule specificity.

In other words, in situations which are complex, dynamic and involve considerable economic interests, the factors which arguably often go together, “[general] principles are more likely to enable legal certainty.” This is explained by the mechanics of compliance with and enforcement of the rules. According to Braithwaite’s account which is more nuanced than what we can recapitulate here, every rule has a core where its meaning is clear and a penumbra where its meaning is more uncertain. The more complex and dynamic the context of the application of the rules is, a.o. as a result of technological developments, the larger the penumbra grows. The economic stakes play an especially significant role in the growth of uncertainty, as these are exactly the economic stakes that motivate industry and other subjects of regulation with resources to become or engage legal entrepreneurs such as expensive and skilled consultancies and “play the penumbral game” to their advantage, to litigate “to expand the penumba of one rule to slightly overlap the penumbra of another, creating compliant non-compliance.” This dynamic is illustrated especially well by the case of taxation and tax law. As the regulator creates more rules to plug the resulting loopholes, they become “a set of sign-posts that show the legal entrepreneur precisely what they have to steer around to defeat the purposes of the law.” This creates another form of inequality where people without sufficient resources to afford sophisticated legal advice do not understand the rules and cannot structure their actions accordingly, while the rich take advantage of legal entrepreneurs to create and navigate the legal uncertainty. The rich also actively invest their resources in order not just to profit from
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but to contrive change and complexity of the regulated context. This hypothesis is confirmed by a study Braithwaite conducted comparing certainty and consistency of enforcement in nursing homes in Australia where care was regulated by general principles of the quality-of-life vs highly specific rules governing the provision of care in the nursing homes in the US. In line with the hypothesis, the assessment of care by inspectors was more consistent and in the spirit of the purpose of regulation to ensure quality of life of the homes’ inhabitants than the assessment based on highly detailed rules.

No dedicated empirical research has been done to study if and to what extent these patterns are present when the regulation of digital technologies and associated problems are concerned. Still, in the authors’ opinion, the data protection law that has so far dominated this space certainly provides plenty of illustrations fitting these patterns that will likely reemerge if the regulation shifts towards highly detailed regulation of computer code. The context of regulation, i.e. digital transformation, is highly dynamic and involves high economic stakes, both in terms of the data-driven business models, compliance costs and high fines sanctioning non-compliance. Technological developments by themselves are causing a lot of legal uncertainty and extend the penumbra of the rules as to how the GDPR applies, for instance, in the case of the meaning of identification and identifiability or the assignment of controllership. At the same time, the industry actors in the regulated field are highly motivated to contribute to and navigate the uncertainty through complex compliance schemes on the one hand and litigation on the other. One recent example of the former is the infamous “Transparency and Consent Framework” developed by the IAB Europe as a GDPR and ePrivacy compliance tool for behavioural advertising. The so-called “confidentiality computing” and much of what is called privacy enhancing technologies are developed by the industry to “steer clear” from the sign-posts, to technically comply with the GDPR while still affecting people. The latter is evidenced by the avalanche of the GDPR litigation involving Big Tech both on the EU and national level, making data protection a highly dynamic field of law. Even when Big Tech lose in a case, they gain another sign-post to optimize their business strategies for. Consider the ongoing saga with Facebook (now Meta) relying, first, on consent, then on contract and possibly legitimate interest, and then again on consent to legitimize the processing of the personal data of its users for behavioural advertising. Each decision of the data protection authorities striking down Meta’s previous choice of a ground of lawful data processing did not stop Meta from processing personal data for behavioural advertising, but simply shifted their compliance strategy to the next yet untested ground. Should no ground of lawful processing under Article 6 GDPR turn out suitable, it is highly likely that the next move would be towards one or another form of confidentiality computing and an argument that behavioural advertising does not involve the processing of personal data at all. In this specific case, a general principle that no one should be targeted with commercial content based on one’s behavior or traits would create far more certainty than the current regime of conditions and qualifications of the lawful processing of personal data. In the same vein, general and simple principles regulating design and use of computer code are more likely to deliver more consistency in application and legal certainty.

While general principles sometimes can benefit from specification in (public and contestable) rules, e.g. to provide a context-specific interpretation of the principles or help manage risks, these rules should never provide a “safe harbour” from responsibility for disrespecting the underlying principles. This is what Braithwaite calls “binding principles backing non-binding rules”. In case of regulation of code, these non-binding rules could be sectoral legislation, public and publicly scrutinized codes of conduct or standards developed by the industry. Yet, a complementary and better way to achieve certainty and predictability in applying the general principles would be through institutionalized “regulatory conversation”, i.e. embedding in the regulatory process the creation of epistemic communities of the regulatees and enforcers that share an understanding of what those principles mean. In the case of computer code, if one of the principles is that computer code must be designed and used fairly and proportionately, it should become part of the computer scientists’ curriculum to study the legal notions of procedural and substantive fairness and proportionality, while studying design, affordances and limitations of computer code should become part of the legal education.
of the future judges and legal councils. This is just one example of how the regulatory conversations about general principles of code could look like.

We do not argue that the general principles governing computer code on their own will be sufficient to solve all the problems of the digital society. As proposed elsewhere, these principles should come together with and underly sectoral legislation such as consumer, administrative, non-discrimination and civil and criminal procedure law, that have been traditionally regulating certain societal contexts, now updated for the digital realities. There is room for sector-specific detailed rules applicable to certain types of code, such as product safety regulations applicable to code in and as consumer products and medical devices, or AI in this scheme. Explaining in further detail the exact interaction between the principles and sectoral legislation is beyond the scope of this paper. It suffices to note that the important element of this relationship should be that the general principles prevail over the rules of the sectoral legislation, which do not create “safe harbors” from responsibility when the general principles are violated.

5. Which principles? General data protection principles as a blueprint for general principles of code

The main thrust of this paper is that we need to govern software design and use and that it is best to be done by way of general principles rather than highly specific rules. Which set of principles can best address the problems that code presents needs further examination, which is beyond the scope of this paper. Yet, we argue that it is certain worth examining the potential of the general data protection principles to serve as a blueprint for the general principles of computer software, considering the long track record of the general data protection principles as a basic set of rules “for decent treatment of people” in an information society, with their roots in the OECD data protection guidelines. The benefits of applying general data protection principles to software have already been demonstrated elsewhere. Those principles can offer stronger protection compared to the status quo regulation of personal data and have added value compared to the AI Act, as they apply to software generally rather than AI, its narrow sub-type, and would govern the entire lifecycle of software from inception to deletion. Yet, these principles need further development and adjustment to the context of code. Below is a very brief recap of how we envisage how these principles can be reformulated to better fit the software context.

The principle of fair lawful and transparent data processing would translate into the principle of fair, transparent and lawful design and use of computer software. Fairness can mean both fairness of process (no deception or deployment without the user’s or target’s knowledge, inclusion of the affected groups in the code design) and outcome. As is the case with the principle of fairness in data protection, the principle of fair design and use of software would be a flexible and powerful tool to tackle new and unpredicted challenges posed by software in new situations. Granted, fairness is a very broad concept which is difficult to define. There can be no absolutely fair procedures, e.g. procedures that favor no one. Yet, the imperfect choices still can be justified for a certain context. Finally, the principle of fairness would serve to outlaw the use of software for practices that are considered unfair.

Transparency would translate into the requirement of transparency of the code’s design, as well as the facts and purposes of its use. Lawfulness would require both that the design and use of code follow existing legal norms.

The principle of purpose limitation would translate into the requirement that computer software is only designed and used for specific and legitimate purposes and not repurposed in ways incompatible with the original purpose, where the affordances of code appropriate for the original context are transposed into the new context without thinking.

The principles of data minimization and storage limitation would translate into the general principle of proportionality in code’s design and deployment, limiting both to what is necessary and proportionate for the declared legitimate purposes, forbidding excessive and disproportionate code uses (is automation necessary and proportionate for a given purpose?) and functionalities (are the features of code necessary and proportionate for a given purpose?).

The principle of accuracy would entail that computer code performs as intended and that its design and use are based on sound science rather than marketing claims. The principle of integrity and confidentiality would translate into the requirement that code is designed and used with cybersecurity in mind.

Finally, the principle of accountability would mean accountability for the design and use of software and an obligation to document and justify relevant choices.
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6. Conclusion

While a lot of regulatory attention has been drawn to regulation of data and AI, in this piece, we have argued that regulation of all computer software in the form of general binding principles should form a foundation of the scalable and more targeted system of legal protection of people against harms of the digital society.

We first laid a theoretical foundation for our argument, which is the regulatory- and regulation of technology theory. According to these bodies of scholarship, regulation is based on an approximation of reality and should target phenomena that are causally relevant to the desired regulatory outcomes. Technology, while it often attracts regulatory attention, is often just a dimension of broader societal processes and, therefore, should be subjected to specific regulation only under a limited set of circumstances, such as when it presents a technology-specific problem.

We examined a range of concerns associated with the design and use of computer software. We concluded that, while many of those concerns indeed are a manifestation of broader societal phenomena from discrimination to neoliberalism and are not unique to the context of computation, the scalability of software and stickiness of code-generated outcomes amplify non-technology-specific problems in a unique way. An affordance of software is its scalability, i.e. ability to maintain performance when the field of its application is expanded. This is how a problematic rule or practice - when embedded in code - can reach a large number of people without significant additional loss in performance and do it immediately. The rules embedded in computer code and code-generated outcomes are often perceived as backed up by science and hence objective and thus become harder to change. Scalability and stickiness make computer code a unique amplifier of non-digital societal problems and thus warrant technology-specific regulation.

Yet, such regulation should not take the shape of an elaborate regime of specific rules akin to how the GDPR currently regulates the processing of personal data. Considering how widely computer code is used, such a regime is bound to become another “law of everything” defeating the objective of the proposal to create a scalable alternative to the all-encompassing GDPR. But also, and importantly, general principles are a more suitable form of regulation in the field of digital society, which is highly complex, dynamic and involves high economic stakes. As regulatory studies have shown, regulating such contexts with specific rules will deliver uncertainty and uneven and unpredictable legal protection. The practice of data protection law illustrates how specific rules encourage legal entrepreneurship, “playing the game”, legal complexity and uncertainty, favouring actors with resources while not necessarily delivering the needed protections. Should the practice of design and use of computer code be regulated by a similar regime, the pattern would likely repeat. Framework regulation of code through general principles would avoid this problem and, when combined with sectoral regulation of problematic practices, deliver a scalable system of legal protection.

Figuring out which general principles should govern the design and use of software was beyond the ambition of this paper. Yet, we proposed that, considering a long track record of fair information principles, currently reincarnated in the general principles of data protection, in setting a standard of decent treatment of people in a digital society, these are a good place to start.

Finally, we are not oblivious to the fact that regulating code presents its own challenges that will have to be resolved. To name a few, considering modern modular and software-as-a-service approaches to software engineering, should the principles be applied to stand alone software or also its components which can be supplied by different actors? How should responsibilities be distributed among those actors? To what extent some principles such as purpose limitation are applicable to code of general use capable of versatile tasks, a debate resembling the one currently going on in the context of regulation of AI and the so-called foundation models. Considering the low intensity of compliance with the general principles, we are inclined to argue in favour of the answers supporting broad application of the principles, albeit this is also subject to further research. Yet, while these issues are important, in our opinion, they are secondary to the primary conclusion of this paper that design and use of computer code should be regulated through general principles. Taking this next step towards better legal protection in a digital society will undoubtedly be challenging, but necessary.
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